Let me begin by reminding us of the great things that DARPA has done for Information Technology (IT).

Arpanet and the Internet are the first things that come to people's minds, but the Strategic Computing Initiative of the 80s produced its share of disruptive technology in developing reduced instruction set processors, specialized graphics engines, RAID disks, robotics and AI tools which are now currently mainstream.

The investments by DARPA in these technologies in their early and formative years have paid rich dividends: the US share of the IT-based economy is 50 percent of the worldwide figure of $1 trillion.

More importantly, even in the face of the most recent worldwide surge in the commoditization of IT, it is important to note that DARPA investments have maintained our superiority in national security needs through advances in: 

* High-performance computing and communications devices; 

* Networking and information assurance; 

* Embedded software, that is, software which operates in close coupling with complex and sometimes distributed dynamical systems; 

* Seamless user interfaces for the warfighter; 

* And, ubiquitous computing and communication resources.

Computing, networking, user interfaces and information security have come a long way. We have made a great deal of headway especially in the last 2-3 years in creating a vibrant information economy which has been an engine of economic growth, a harbinger of a life of greater comfort and productivity.

For example, the NGI and BIT program have resulted in the creation of a large and prosperous optical networking industry. The SUPERNET test bed holds the speed record for gigabit connectivity to the desktop. Its WDM over IP connectivity is nationwide including Philadelphia, Boston, and Seattle for example. It will continue to grow in coverage.

However, there is a great deal of brittleness in the information infrastructure around us: networks are vulnerable to attack; systems are difficult to configure, and it is often difficult to interact "naturally" with our new-found IT tools. These new-found IT tools are brittle enough that we hesitate to incorporate them into systems where the word "crash" is more than a metaphor for the failure of software to execute what we call upon it to do. This in turn puts pressure on the need for detailed and exhaustive testing and validation of embedded software in "safety critical" systems.

I stress once again my usage of the words "embedded software" to mean software whose functioning is strongly interwoven with the functioning of complex interconnected dynamical systems in the physical world (outside the computer).

This brings me to the key tenets driving our investments in the Information Technology Office: 

* High Confidence Systems and Software.

Included in this category are networks which are fault tolerant and able to reconfigure after attack; design of software for high-confidence trusted operating systems for devices ranging from PDAs, to routers, to high-end computers, to embedded software for numerous platforms of interest to the DoD, to high-confidence middleware for distributed applications. Doug Maughan and Janos Sztipanovits will speak on some of these topics in the talks to follow.

* Augmented Cognition.

Human computer interfaces are indeed a major bugaboo of most computational devices today. While this is true, I believe that there is a greater subtlety to these problems: speed, bandwidth, and memory size of devices and systems are all growing exponentially... of evolution are all roughly constant. Thus, we are "cognitively challenged" in our interactions with advanced computation and communication devices. Ways of providing the correct cognitive interfaces need to have a clear understanding of cognitive and neurophysiology. This is especially so in the context of the operation of autonomous and semi-autonomous platforms.

* New Substrates for Computation.

Our colleagues in MTO have brought us to an age of the prevalence of MEMS, photonics interconnects and the ability to conceive of billions of transistors on a chip. Architectures, networking, fault tolerant computational schemes, micro-protocols, and the exposure of hardware to software for reprogrammability are the challenges for our office. Bob Graybill and Sri Kumar will speak about how we are addressing these challenges in the talks to follow.

Quantum and DNA computation have been in the press and in the national attention a great deal this past year. This is so even though when we ask questions like: "Are we building quantum computers in the near future?" or " Can we look forward to the DNA Pentium?" or "Are there new paradigms for computing which will enable us to simulate string theoretic models of superconductivity or cellular functioning?", the answers are inevitably, "No, not anytime real soon!"

Nonetheless, we believe that investment by DARPA in quantum computation and computation on the biological substrate are important especially when focused appropriately in the short and medium term.

In the midst of the frenzy of IPOs and internet-based start-ups and talk of easy money contributing to a "Gold Rush" attitude in several parts of the IT industry, it is easy to lose sight of the fact that national security needs of IT in most cases represent far harder problems to computer science and technology than the relatively low-hanging fruit of B-to-B applications and enterprise software development. In the next several viewgraphs I have tried to sketch some of the significant obstacles and problems that have to be overcome by ITO programs for applications of relevance to the DoD.

1. In our program on Power Aware Computing and Communications (PAC-C) we are focused on the development of design suites for trading off power and energy consumption in processors for hand-held and other mobile devices for whom energy and peak power consumption are important metrics.

Here the low-hanging fruit is to scale voltage and frequency to help power consumption. However, when one needs a design environment that performs integrated design across algorithms, instruction sets and of course clock voltage and frequency, the difficulties and tradeoffs are subtler. You will hear more about this from Graybill.

The notion of using inexpensive, distributed, ad-hoc networks of sensors to obtain coherent views of an environment where the sensors are distributed is the area of focus of SensIT. Questions of when to compute rather than communicate, at what granularity to compute or display are key to the networking, distributed querying, storage of consistent databases of data being collected by devices such as Smart Dust. You will hear about this program from Sri Kumar.

While we have no existing programs in the area of information assurance for survivable mobile wireless networks, it has been of central interest to our office to work on protocols (say for example routing protocols) which do not compromise the identity of the ad-hoc network that they are connecting, challenges and authentication of friendly nodes and game theoretic approaches to physical and network layer security.

The next grand challenge problem for computer science, labeled in Proustian terms as the Post-PC challenge, is the ability to reliably embed us in a world of omnipresent or pervasive or ubiquitous computing devices.

You may have detected shades of this in my talk of networks of inexpensive sensors, but the vision here is more challenging: this is a world where you are surrounded by literally thousands of computers embedded in the infrastructure around you, in your clothing and on your person. This is not pie in the sky; the rate at which wristwatch-sized devices, PDAs, and wireless devices are being announced is truly astonishing. It is, however, fair to say that for the ubiquity of these devices to truly contribute to our greater utility it is important that we develop: 1. Trusted ways of collaborating among groups of users; 2. Access to what may be referred to as an "oceanic data store," which is actually distributed; 3. Redundantly stored and consistent and can flow to the provisioning systems, and schemes for storing content addressable data; and 4. Hands-free interaction with portable and pervasive computers and the need to have reliable speech recognition in a variety of accents, stresses and languages.

As you may have heard in Dr. Frank Fernandez's speech yesterday, a major new initiative in DARPA this year is in the area of BioFutures. Let me speak a little about the interests of ITO in BioFutures.

Let us begin with Computational Biology.

We are truly at the start of an era reminiscent of a time in the mid-70s for VLSI. At that time a few pioneers such as Don Pederson felt that industry could only exploit the vast potential of integrated circuits only when all practitioners had access to a design tool set which allowed simulation, verification and prototyping of ICs at various levels of granularity ranging from the device level to the circuit to the system level. He put together a scalable tool kit SPICE which in its open source form proved to truly revolutionize design of complex circuits. Today SPICE is the heart of all Electronic Design Automation tools.

We need an analog to SPICE to simulate and analyze more complex functional, genetic and protein circuits as well as mechanisms of cell decision making and signaling: perhaps a BIOSPICE for predictive biology?

In the post-genomic era (another one of these Proustian "post-modern" terms) it is important to bring to bear tools of bio-informatics to identify putative genes, exons and introns to establish homologies of the spread of infection across species. Modern statistical tools drawn from hidden Markov models, learning and Bayesian decision making are valuable in this regard owing to large scale mutations in infections, pathogens and viruses.

Finally, in what should be a cause of great optimism to all computer scientists: biological systems provide the existence proof for the ability of complex computational systems to self-organize and perform in reasonably fault tolerant fashion across a number of environmental variations.

My own feeling is that biological systems with their multiple redundant, relatively inefficient data storage mechanisms and multiple pathways of signaling have a great deal to tell us about designing the new generations of computers and software.

Embedded software presents the single most important opportunity and challenge for DoD.

On the one hand, from avionics systems to smart weapons, embedded software is the primary source for superiority in weapon systems. On the other hand, embedded software is extremely hard to build, is the primary reason for significant time and cost overruns in major weapon programs and presents a profound technical challenge for developers.

DoD is the primary customer of cutting edge embedded software systems. Virtually all new weapon systems from F-22 to NMD and from FCS to UCAV depend on embedded software technology. The level of software complexity in these systems is unparalleled and is not a concern for the commercial software industry, which is primarily focusing on interactive and business applications.

The Congress has noted the critically important role software plays in the development of our future network-centric warfare capabilities, such as advanced sensor networks. Indeed in the most recent Authorization Act (HASC) report HR4205, the House requires USD(AT&L) to designate a Director of Mission Essential Software Management to oversee development and management of software embedded in software intensive defense acquisition programs.

You will hear in the talk by Janos Sztipanovits of the outcomes of a study that we have undertaken, based on guidance from Dr. Fernandez and followed up by JASONS and the Defense Science Board, explaining the nature of the challenges in generating software for future software intensive weapon programs, which demands that we address these challenges rapidly and effectively.

A carefully coordinated suite of new DARPA programs have been designed and are under development at ITO to address different aspects of embedded software and automatic verified code generation problems and to explore new opportunities for systems building on advances in MEMS and photonics. Here are some examples:

The Model-Based Integration of Embedded Software (MoBIES) program addresses physicality of software. Its goal is to establish composability of large embedded software applications that balance and mitigate temporal, noise, synchronization and dependability constraints. The primary goal of this program is the automatic generation of embedded real time code in a more-or-less hardware independent framework.

The Program Composition of Embedded Software (PCES) program targets the development of a new generation of programming languages - called aspect languages - that will facilitate program development for large systems in separate aspects. PCES will advance compiler technology to a new level: internal program representations will enable formal analysis and automatically weaving of the aspect code into integrated, highly efficient code. The thesis of this program is that wrapping code so as to make it dynamically composable as is popular in COTS systems are too "heavy weight" and poor performance, in addition to being brittle and almost impossible to verify.

Software-Enabled Control (SEC) will expand the operational envelopes of vehicles primarily by improving their control systems. Software for control has a design time component, which needs the design of control laws, which have continuous and discrete modes of operation (caused by the interaction of software with physical processes) and run-time software. Run-time software needs to be optimized to handle fault modes, reconfiguration, and dynamic model changes caused by large changes in the environment. Specifically, the program seeks to use dynamic information to counter disturbance, manage complex modes, deconflict subsystem operation, and respond to varying sensing and actuation capabilities during multiple modes of aircraft, UCAV, and MAV operation.

This is the current suite of ITO programs grouped into classes.

Intelligent Software or Augmentation of Human Cognition, with the programs Communicator, Information Management, Translingual Information Detection Extraction and Summarization.

Embedded and Autonomous Software, with the programs Autonomous Negotiation Teams, Software Enabled Control, Model Based Composition of Embedded Systems, Mobile Autonomous Robotic Software, and Program Composition for Embedded Systems.

Networking and Distributed Systems, with the programs Active Networks, Next Generation Internet (NGI), Quorum, Sensor Information Technology (SensIT) and Network Modeling and Simulation.

High End Computing Devices, with the programs Data Intensive Systems and Power Aware Computing and Communications (PAC/C).

Networked Information Assurance, with the programs Fault Tolerant Networks and Dynamic Coalitions.

It is now my great pleasure to introduce to you Janos Sztipanovits who will speak first about our initiatives in Embedded Software, Bob Graybill talking about New Architectures for Computing, Doug Maughan talking about secure networking and Sri Kumar speaking about distributed, ad-hoc sensor networks.

I invite you to visit the ITO exhibits and sidebars and look forward to interacting with you during the meeting.

