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There are five primary technical areas in this program: distributed activity coordination,
context-dependent coordination autonomy, machine learning, organizational reasoning, and
meta-cognition. Hard research problems include distributed coordination over large
interconnected mission structures that change dynamically, supporting coordination of large-
scale operations where units may have roles in multiple missions, learning to support the units
better by automating decision making when data is potentially sparse, responding in (fast
enough) “real time” to change, and reasoning about military decision-making policies and
procedures during coordination.

The program is expected to have four 12-month phases. Only Phase | will be funded initially.
DARPA will host an Industry Day for the COORDINATORS program on July 14, 2004. For
more details and registration information please go to
http://www.darpa.mil/ipto/Solicitations/solicitations.htm.  Additional BAA details follow.




Placement and Motivation

The focus of the program is to create distributed intelligent computational systems that adapt
existing mission plans online, in real time, by making changes to task timings and allocations
and by selecting from pre-planned contingencies. Replanning from first principles is not part
of this program. Plans are formed off-line, a priori, by human planners using existing
military planning techniques. COORDINATORSs will solve the online adaptation problem
using the aforementioned techniques (adjusting task timings, changing task allocations or
assignments, and selecting from pre-planned contingencies). For solutions that fall outside of
this space, human input will be required. This will enable COORDINATORS to provide
effective support without large amounts of domain knowledge. This will also enable
COORDINATORS to operate within the existing military structure by supporting existing
processes/procedures rather than replacing them.

Figure 1 illustrates the concept. Currently the military has effective human processes for
mission planning that incorporate a wide range of factors from target selection to support
logistics. Where coordination technology can pay the highest dividends is in what happens to
those static (often paper) mission plans and pre-planned contingencies when the units deploy.
Once deployed, the game changes. The units are physically distributed, authority is
distributed, and information is distributed. When change occurs the units must gather and
exchange the change information, evaluate the implications of the change, generate candidate
response options by considering their initial plans / contingencies, evaluate downstream
implications of each option, and evaluate the trade-offs of the different options. They must do
this in a distributed setting and generally do this using radios to communicate with each other
and up/down the chain of command. When humans perform this coordination, the results are
error-prone, suboptimal, time consuming to produce, and the process of coordination itself
incurs great cognitive load. The key issue is that it distracts the human units from focusing on
the big picture and from focusing on the enemy, and divides their attention between the high-
level tasks (at which humans are proficient) and the low-level information exchange and
analysis.
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Figure 1 - Today Coordination Is Manual And Distracts Human Units

Our goal is to replace human labor with COORDINATORS / cognitive coordination
managers, as shown in Figure 2. With intelligent support, responding to change will be fast,
precise, and not labor intensive. The humans can focus on managing the high-level picture
while the COORDINATORS handle information exchange, reasoning about the implications
of change, option generation, option evaluation, and over time, even learning to make
decisions for the human user when he/she is occupied with other tasks.
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Figure 2 - With COORDINATORs Humans Can Focus On The Big Picture

COORDINATORS are about making sure the right tasks are performed by the right people, at
the right times, for the current and changing circumstances.

To better understand the anticipated role of COORDINATORs, imagine a fielded human unit,
e.g., a solider, coupled with a COORDINATOR running on a wearable computing platform.
The soldier’s COORDINATOR will use wireless networking technology to interact with the
COORDINATORS of other soldiers to coordinate their actions. The COORDINATORS will
do this by reasoning about both individual and joint action — the tasks assigned to their
respective units and the temporal constraints placed on the tasks (e.g., deadlines), and how the
tasks of their units interact with the tasks of other units. Note that this program is not
concerned with developing new device technology or with developing new networking
technologies. The necessary infrastructure either exists or will be developed elsewhere.

The term coordination is sometimes subject to broad interpretation. This program is not
about collaboration in general rather about managing the interdependencies between the
activities of different distributed parties. To illustrate the class of problems and DARPA’s
interest in this problem, let us consider a hypothetical example.

In this scenario, a political hostage is captured by a terrorist force. If the demands of the
terrorists are not met by time T, the hostage will be killed. Intelligence indicates that the
hostage is being held in one of six different locations — three land facilities and three



oceangoing vessels. One possible military response is to set up a joint forces headquarters
and to engage in a multi-service synchronized strike against all six targets. For the purpose of
this example, we will assume this is the case. The synchronized strike is necessary because
the hostage’s exact location is unknown and if the different sites are forewarned they could
move the hostage, kill the hostage, or be better prepared. For this mission the military
deploys a company of Army Special Forces (SF), a platoon of SEALSs (Navy), four Navy MK-
V boats, a detachment of Air Force MH-53J troop transport helicopters, and two Air Force
AC-130U gunships.

The high-level strike plan is shown in Figure 3. The Air Force MH-J helicopters will take the
SF units to their respective drop points and return to base. The SF units will move into
position while the SEAL teams also move into position. When all the teams are ready, they
will engage. Concurrently with this the Air Force gunships will fly patterns over the region
ready to lend fire support as needed.

Figure 3 - High-level Strike Plan For Hostage Rescue Mission

Figure 4 shows what happens to the mission from a planning perspective. The initial mission
plan is formed off-line, a priori, using intelligence, experience, and assumptions about how
the enemy will be configured and will respond. The military has many heavyweight and
effective planning processes and procedures for forming the initial plans. The output of the
planning process is a set of static mission plans and a set of pre-planned contingencies. These
plans are then deployed in a dynamic environment and the game changes.



After deployment, change occurs and impacts the mission — change from friction of war, the
environment, the enemy, and even from command decisions. The distributed units must
respond to the change online, in real-time, by adapting their mission plans and often the
response is to make changes to task timings, allocations, or to select from pre-planned
contingencies. This is the focus of COORDINATORs — online plan adaptation.
COORDINATORs make sure the right tasks are performed by the right people at the right
times for the current and changing circumstances.

~Initial Plan — formed a priori / offline
- Specifies who should be doing what, when, using what
“== resources, with whom, etc. Static!

Change — Environment

Change — Friction of War Deploy Example: Weather conditions put AC130-U
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Online Adaptation
* Both at command and unit levels.
» Most require coordination (not replanning) — changes to
tasks/resource timing/allocation or contingency selection.
* Focus: what, when, who.

Figure 4 - The Mission Planning Process Through The Mission Life-cycle

Returning to the mission, Figure 5 shows a high-level view of the task interconnections and
timings of the mission. Note that not all the team activities are spelled out or fully broken
down. The general flow is that the MH-Js drop the SF teams and return to base. The SF
teams move into position and when they are in position they deploy their sniper-observer
units. At that same point (the land/sea operations synchronization point), the Navy SEALSs,
who have concurrently been moving into position on their MK-V boats, are deployed on their
CRRC:s (rubber rafts) to make their way stealthily toward their targets (deployment times are
staggered based on distance to target). When all the teams are in place, they engage. The
scheduled time for engagement is called H-hour and that synchronization point is also
identified in the figure. Note that the teams engage before T, the time at which the hostage is
to be killed.
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Figure 5 - The Initial Plan

Figure 5 shows the plans as they are formed off-line / a priori. Once the teams are deployed
of course, change occurs. What happens if SF team 3 is delayed, as shown in Figure 6?
Today the teams must manually exchange information (the delay) and reason about the
implications of any change being considered. With COORDINATORSs this process would be
automated. In this example, the COORDINATORS could handle the information exchange,
reason about the interactions between tasks, analyze the implications of the delay, and suggest
a change (eventually learning to make the decisions autonomously when appropriate). In this
case, they would flag the affected tasks, and recommend a right-shift, as shown in Figure 7.
Note that the scope of the change in this case is limited — all the teams have to do is to move
the two land/sea operations synchronization points and they can still engage the targets before
time T. The revised timings are shown in Figure 8. For large efforts, however, the
information exchange, analysis, and option generation processes can be non-trivial.
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Figure 7 - COORDINATORs Analyze The Change And Suggest Revised Timings
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Figure 8 - Mission With Revised Timings

Now assume another change occurs — new intelligence indicates that one of the ships is
preparing to leave harbor sooner than anticipated. In response, command asks the question
“What happens if we move H-hour sooner?” Again, COORDINATORs could replace the
manual analysis and situation verification from all the distributed units. In this case the
affected tasks would be evaluated and, as shown in Figure 9 and Figure 10, the
COORDINATORS could select from pre-planned contingencies to step-up the tempo of
operations. The key change being that instead of deploying the SEALS on their CRRCs the
SEALSs would speed directly to their respective targets on the MK-V boats and deploy.
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Figure 10 - COORDINATORSs Adapt Mission - Engage Sooner

In this scenario we have illustrated two types of change and two adaptations. One adaptation
is a when change or an adjustment to task timings. The other change is a how change where
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the change in how is achieved via selection from pre-planned contingencies, not from
generative planning. Imagine a large scale scenario with 40-50 teams or operations scaling to
10,000 fielded units and the difficulties with detailed coordination are readily apparent.

Functional Architecture and Technical Vision

Figure 11 shows a functional architecture of a single COORDINATOR. The expression
functional architecture is used instead of prototypical architecture because there may be
many alternative ways to achieve the desired functionality — this is just one alternative.
Discussion will be in terms of software modules but keep in mind that as a performer, you
may have an entirely different architecture or different way to achieve the desired

functionality.

Regardless of the actual architecture used, a distributed (or partially distributed) solution is
desired®. The vision is having a distributed, large-scale, partially connected network of
COORDINATORSs where each coordinator is paired with a human unit or team and managing
their activities. Other solutions may be acceptable though a strong argument for the non-
distributed choice must be made (see Footnote 1 for points to address).

! Motivation for a distributed approach includes the fact that the authority, information, and units themselves are
already distributed. Additional motivation includes avoiding having a single point of failure (read “target”),
addressing likely limited node connectivity, addressing wireless/radio communication bandwidth issues,
avoiding a centralized processing bottleneck, and adhering to current military preferences toward less linear
command models.
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Figure 11 - Functional Architecture Of A Single COORDINATOR

In the functional architecture the drums represent data sources and the rectangles represent
software modules. Note that all of the envisioned modules may be cognitive — having
elements of representation, reasoning, learning, and self-reflection. The data sources that a
COORDINATOR is likely to need include core knowledge about the mission, history of what
has happened in the past (COORDINATORSs are persistent), and actionable knowledge that
the COORDINATOR has learned over time.

In general, change enters the system from the bottom via the change evaluation module —
change event notifications are sent to this module. The change evaluation module is
responsible for determining if the change requires deeper analysis or if it can be ignored. For
instance, on a mission involving underwater submarine operations, a notification that it is
raining above the surface may be something that can be ignored. In contrast, if requisite tank
support for a tactical operation is delayed, deeper analysis is needed.

If deeper analysis is needed, the change evaluation module notifies the task analysis module.
The task analysis module is envisioned as the COORDINATOR’s local analysis expert — a
component that reasons about the tasks assigned to the unit and how its local tasks interact
with those of other units. The task analysis module should probably first do a local evaluation
of the change and the way it impacts the human unit’s planned course of action. For instance,
it may be that the environmental change does not actually require a response or that the
response is limited to the local unit (and does not impact this unit’s interconnections with
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other units). If the change does impact other units, with which this unit is interconnected in
some fashion, then the coordination module is invoked.

The coordination module is the COORDINATOR’s communication and interaction expert.
This is the module that is envisioned communicating with other COORDINATORSs to
exchange information, reason about the implications of change, and to generate response
options. This module may interact with the task analysis module to evaluate different
candidate responses.

The output of the coordination/task analysis module pair is a set of options for the unit to use
to respond to the change that has occurred. This set of options is routed to the coordination
autonomy module. This module is conceptually the “human on-board.” It is this module’s
job to learn to rank order the options and eventually to make decisions for the human unit
when he/she is unable to do so and the circumstances require a response. This is the module
that interacts directly with the human unit.

The organizational control module is what makes sure the COORDINATOR follows military
decision-making policies and procedures. It modulates the decisions being made by the
coordination autonomy module and the communications conducted by the coordination
module. Certain classes of mission change require approval one level up, others require
approval two levels up, and some require local approval but information dissemination up the
chain of command and so forth. The organizational control module must represent these
policies and procedures and make sure that its local COORDINATOR communicates with the
necessary other COORDINATORs and that the decisions being made are within the scope of
the COORDINATOR’s authority.

The meta-cognition module is responsible for deciding when to allocate processing time to
the other modules, how much to allocate, and in what order. Recall that COORDINATORS
are for on-line use, thus response time is important and regulating the (potentially
exponential) problem solving of the other components is needed. The coordination module
provides a good demonstration vehicle for this issue. In response to a given change the local
COORDINATOR might well like to have conversations with hundreds of other
COORDINATORS to collect the most complete picture possible and to generate the best
possible response options. In most cases there will not be time for this kind of process
(exhaustive search). It is the job of the meta-cognition module to decide when to coordinate
and for how long — possibly by asking the coordination module to report its status or make its
own performance estimates. The coordination module is likely to be the one to decide the
details of how to spend its allocated processing time, e.g., deciding how much time to spend
communicating and how much time to spend doing coordination analysis activities. This
holds true for the other modules as well. Meta-cognition will provide the high level direction
to keep the COORDINATOR responding to change and progressively improving via learning.

To realize the COORDINATOR vision, a number of difficult research problems must be

addressed in each of the modules or functional areas. A representative set of research issues
follow:
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Module(s): Coordination and task analysis.
- What: functional core of the coordinator.
- Module goals/processing:
o Perform in-depth analysis of mission tasks, interactions with other teams,
intended course of action, and change(s) that have occurred.
0 Communicate with other COORDINATORSs to understand full implications of
change and to develop response options.
0 Generate a set of options/responses for the unit that adapts the mission to
current circumstances.
- Envisioned input:
0 Mission task structures (from knowledge bases), including:
= Specification of interactions with other units.
= Temporal/resource constraints and interactions.
= Pre-planned options/contingencies
o Current intended course of action (previously generated, stored in knowledge
base).
0 Change that occurred (from change evaluation module).
o Time allocated for analysis/coordination (from meta-cognition).
- Envisioned output:
0 Set of options for the unit (to coordination autonomy module). Annotated with
trade-offs of different options, downstream repercussions of particular choices.
- Hard problems: combinatorics, scale, dynamism and partial information.
- Possible solution paths:
0 Computationally adjustable coordination and analysis mechanisms.
Learning right adjustments to use for a given situation.
Learning with whom to communicate for a given problem instance or class.
Learning which options to generate for the humans (feedback being provided
by coordination autonomy module as it learns this information) for a given
problem instance or class.

[e}NelNe]

Module(s): Coordination autonomy
- What: conceptually the “human on board.”
- Module goals/processing:

o0 Decide how to handle the options produced by coordination/task analysis.

0 Reason about the current decision-making context and determine if module
should: 1) Simply pass through all options (not enough knowledge to rank
order options) and interrupt human for decision making. 2) Provide a ranked
list to the human user and interrupt human for decision making. 3) Make the
decision for the human unit (is it certain enough?). 4) Play for time (if unable
to make a decision but the options are expiring). 5) Instruct lower levels
(coordination/task analysis) to generate more options if the human wants
more/different options.

14



o0 Learning - process historical data, make coordination autonomy control rules
from past experience, possibly share experience with other COORDINATORS
to amass more data for learning.

- Envisioned input:

0 Set of options or responses for the unit that adapt its mission plans to the
current circumstances (from coordination/task analysis).

o0 Knowledge about what the human unit is currently doing, e.g., is activity
interruptible for decision making? (Provided / encoded in the knowledge base
— heavyweight inference combined with sensors and such will not be required).

- Envisioned output:

o0 One of: list of unranked options, list of ranked options, notice that decision
made by module, notice of playing for time, notice that more options being
generated, etc. (all to human).

- Hard problems: complex decision space and learning to take the right action when
data may be sparse and complex.
- Possible solution paths:

0 Representing a rich coordination context and decision space, e.g.: What is the
human doing? Is he/she interruptible? If not now, when? How pressing is the
decision? Can we play for time? How important is the decision compared to
what the person is doing? What if | decide but make a wrong choice? What if
| interrupt the human inappropriately? How certain am 1?

0 Learning to abstract and group/cluster instances — potentially sharing with
other COORDINATORS.

Module(s): Meta-cognition
- What: thinking about thinking.
- Module goals/processing:

0 Determine how much time to allocate to each module, when, and how much
time to allocate to learning within the modules (learning may be an activity
that should be performed when the COORDINATORS have idle time).

o Do this by reasoning about the current state (e.g., change that occurred,
mission, what the human is doing, state of coordination), and potentially
abstracting and generalizing in order to compare the current state to past states
/ experience.

0 Learn performance profiles of the different modules by past experience.

0 Processing and allocation decisions are made on a continuous basis as the state
of the world and problem solving change.

- Envisioned input:

0 COORDINATOR state information, including change being processed (if
any), intended mission plans, interconnections with other units, relevant
decision policies, state of all modules under its control (from KB or from
modules directly).

o0 History of time allocations given and performance profiles of different
components (from KB).

- Envisioned output:
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o Time slices to the different modules. Each slice tagged as “primary
processing” or “learning.”
- Hard problems:
0 Learning to control cognitive artifacts (change + sparse data).
o0 Two interconnected problems:
= Learning to predict performance of each artifact on a given class of
problem (performance may be highly problem-class dependent).
= Adapting allocations over time as components learn and improve.
- Possible solution paths:
0 Represent rich context (mission, times allocated to components, performance).
o0 Learn to abstract and group instances to cope with sparse data.
o0 Learn to make allocations sans improvement-by-learning considerations.
0 Monitor and learn to adjust performance expectations as modules improve.

Module(s): Organizational control
- What: ensures the COORDINATOR follows military decision-making policies and
procedures.
- Module goals/processing:

0 Reason about current state and policies. Decide which policies apply.

0 Manage the application of the policies by modulating activities of coordination
module and coordination autonomy module.

- Envisioned input:

o Specification of known decision-making policies and procedures. Four
elements of this: 1) protocol / communication structure information. 2)
decision-making authority information. 3) implications of not following
procedure, e.g., court marshal. 4) context in which procedure applies (from
KB).

o Coordination decision or change currently being contemplated (from
coordination/task analysis modules and the change evaluation module).

0 State of coordination, state of decision-making process (different steps may
have different procedures/policies) (from coordination module).

- Envisioned output:

o0 Communication structure / process information (to the coordination module).

o0 Decision-making authority information (to the coordination autonomy
module).

- Hard problems: control modulation based on organizational knowledge, learning
when to circumvent when data will be sparse.
- Possible solution paths:

0 Sharing information between COORDINATORs to amass enough data for
learning.

- Advanced concept to consider: Learning when to break the rules. Sometimes
situations require a unit to act without following all necessary policies and procedures.
It may be reasonable for the organizational control module to learn when to do this
and to suggest to the other modules when a similar situation arises. Reasoning about
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the importance of following the policy relative to the importance of making the
decision may be appropriate.

Module(s): Change evaluation

- What: knowing what change is important and anticipating it.

- Module goals/processing:

0 Reasoning about change from the environment, enemy, friction of war, etc.,
and deciding when it is necessary to (re) analyze tasks and (re) coordinate.

- Envisioned input:

0 Change notifications from “information feeds” (from external sources).

o Current mission plan and contingencies (generated during previous processing
and stored in local KBs).

- Envisioned output:

0 Change notification message to task analysis module (notification more
sophisticated than raw one received by this module — explicitly identify tasks
or coordination decisions that are impacted).

- Hard problems:

0 Affects analysis / contextual evaluation.

0 Learning to anticipate larger change (see below).

- Possible solution paths:

o0 For learning, consider sharing data with other COORDINATORSs.

- Advanced concept to consider: Learning to anticipate significant events / change. It
may be that major events always have smaller precursors. If the COORDINATORS
could learn to identify the precursors, they could “pre” coordinate and be ready with
an instant response if/when the larger event occurs.

One of the important issues to address is being able to handle potentially large and potentially
complex task structures. The term complex is used here to denote a richer construct than
AND/OR trees. Important features include the ability to group activities under tasks and
specify ordering and selection functions over the activities. For instance, there might be three
different ways to perform task X where each alternative way consists of some number of steps
and each alternative has different performance characteristics (e.g., utility, risk, duration).
Modeling task/action utility and having some way of expressing the value of a particular
task/action to mission objectives is important for making choices. The models should also
support temporal constraints (e.g., earliest start times, deadlines) assigned to individual
actions, tasks, or entire missions. Interactions between tasks and actions should also be
supported so that there is some way to explicitly reason about how the task of one performer
affects the task of another performer (and the effects). For example, if team A must provide
fire support to team B in order for team B to perform its task, there should be some way of
representing this interaction and reasoning about it.

In this problem space, tasks and interactions are not static and are not always known a priori.

The reason for this is that responding to change may require selecting from pre-planned
contingencies and (re)tasking in addition to making changes to task timing. In a large-scale
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effort it is unreasonable for every unit to somehow be seeded a priori with all possible
contingencies and tasks that they may be asked to perform. The technology may also be used
on a continuous basis — again calling into question methods that are predicated on having
complete information a priori about possible tasks and possible interactions. Proposers
should provide a convincing case that their technical approach will support dynamic on-line
addition of candidate actions and dynamic on-line change to the units with which they
coordinate.

Proposers should also make a convincing case that their approach will scale beyond small
tightly interconnected teams (this is the focus of year 2 / Phase 11). COORDINATORs are for
large-scale wide-spread deployment. Imagine 10,000 fielded units operating with
coordination support. Not all of the units will need to coordinate but a given individual unit
may be interconnected with many different subsets of that space of 10,000 units. Do not
assume that missions, activities, and units are discretely partitioned. For instance, if unit X is
part of missions M1, M2, and M3, and a change is made to a task of M1, unit X may have to
coordinate with all units assigned to all missions M1, M2, and M3 (not just those of M1)
because the planned change impacts X’s ability (e.g., time availability) to perform mission
tasks relating to M2 and M3. Note that the issue of choice and utility appears in this small
example also — if all tasks cannot be performed then their value to M1, M2, and M3 must be
assessed and potentially the value of M1, M2, and M3 compared with one another.

As alluded to elsewhere, real time in this program is not “hard” real time. In this program
real time is being used to convey the concept that COORDINATORs must be fast enough for
the grain-size of the application on which they are used and for the tasks over which they are
coordinating. For example, in an operational level application where tasks take days to
perform a reasonable response grain-size for a network of COORDINATORS is on the order
of 5-10 minutes. For tactical team coordination of a small number of units over a set of
missions whose total duration is a few hours, coordination response should be on the order of
1 minute. The two important facets of this discussion for proposers are that 1) they should
provide a convincing case that their planned solution path can be made to function on the
order of 30 seconds to some marginally acceptable upper bound, e.g., 5 minutes, and 2) that
they should discuss algorithmic approaches that are time-adjustable in some fashion, i.e.,
given more time to respond to change (where time is set externally / defined by the
application), they can do more, process more fully, etc.

Resources are not central to this program — the focus of this program is on human-to-human
activity coordination. Note that certain classes of resource versus task issues are a question of
modeling. For instance, if a COORDINATOR is managing the activities of a tank it could be
viewed as handling the allocation/assignment of a given resource (the tank) to candidate
missions. Methods from resource coordination may apply to this space though a convincing
case must be made for their applicability. The expression human activity coordination is used
deliberately in this program to communicate the richness of the problem space, the high
degree of autonomy present in human systems, and the active role that humans will have in
providing direction to the system. Other resource issues are less transformable, e.g., an
aircraft not having enough of the right type of armament to perform all possible missions and
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the process of managing resources (missiles) to supply them to the aircraft. This latter group
of resource issues will not be part of the program.

Technical Tasks and Program Structure

There are four tasks in this program. The same proposer may write for more than one task
though separate proposals are required. If the proposer chooses to write for multiple tasks and
Task 1 is part of that mix, then the proposer must articulate how the organization will establish
firewall procedures to preclude conflict of interest issues and must describe the firewall
procedures in its proposals. The tasks are:

Task | — Technical

The technical task contains all of the technical areas (modules or functionalities)
discussed previously, i.e.:

- Coordination and task analysis.

- Meta-cognition.

- Coordination autonomy.

- Organizational control.

- Change evaluation.

As stated, performers are encouraged to consider their own approaches for addressing
the technical task. Figure 11 is a reference architecture that describes the envisioned
functionality. Performers may use the architecture or propose their own --
opportunities for innovation exist not only within the individual modules (desired
functionalities) but within the architecture as well.

Teaming is strongly encouraged to address all of the technical areas. Each team will
be expected to build a complete COORDINATOR solution, i.e., construct a
deployable network of COORDINATORs. The COORDINATORs from different
teams will not be integrated so that teams can focus on their own unique
COORDINATOR solutions. Each team’s COORDINATOR solution will, however,
be integrated with a common testbed / experimentation framework to support common
evaluation. The testbed will be developed under Task Il. Task I performers will
handle the integration of their solution with the common testbed environment. Other
reasonable software specifics, e.g., the ability to read/write standard file formats for
interacting with the testbed and reporting logging information, porting to
demonstration platform machines, etc., will also be required of Task I performers.

The evaluation plans (later sections) contain more details that may be of interest to
Task | performers. Unique proposals that address only a portion of the space above
may be considered but there is a strong preference for teams that create a complete
solution. Awards to multiple teams are anticipated.

Task Il — Testbed Development / Integration
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The technical work will be supported by the construction of an experimental
framework or testbed that supports evaluation of COORDINATOR solutions by
simulating the activities of human units in a dynamic environment. The testbed will
be used in Phases | — IV. To supplement evaluation using the testbed, in Phases I11
and IV the same performer will modify the framework for use in live tactical
coordination exercises using portable/wearable computing hardware.

The envisioned environment should support instantiation of a network of
COORDINATORS (running in different processes on either the same machine or
distributed machines) and be able to route information/change events to the
COORDINATORS, monitor the communication between the COORDINATORS,
simulate human interaction with the COORDINATORS, and note the solutions
generated by the COORDINATORSs. The testbed should support rudimentary
display/graphing of the data using internal tools and should also support exportation of
the data for use in third-party analysis or visualization tools. There should also be
support for either visualizing Task | performer logfiles or instrumenting a given
COORDINATOR to determine where its processing time is spent and to monitor the
interactions between its components.

The testbed should also be able to run/evaluate skeletal COORDINATORS, i.e., those
with a subset of the possible components. For instance, to test coordination/task
analysis, the testbed would need to initiate and seed multiple distributed skeletal
COORDINATORS, each containing a coordination/task analysis module rather than a
complete COORDINATOR solution. Similarly for testing coordination autonomy, the
COORDINATORSs would contain only that module and the interactions with humans
and other modules would be simulated. For additional details, see the evaluation plans
for each of the modules in the sections that follow.

The testbed must also execute the centralized coordination oracle (Task I11), collect its
output, and support automated comparison between its output and the output
generated by the distributed COORDINATORs. Comparison in this case will
probably consist of assigning (and recording) a percentile ranking to the distributed
COORDINATORS solution based on the range of solutions as enumerated by the
centralized coordination oracle.

When the framework is modified in Phase 111 and 1V for COORDINATOR use in a
live tactical exercise, its role is likely to be primarily COORDINATOR network
instantiation and logging / data collection. The performers of this task will handle
porting their technologies to the selected portable computing platform (likely to be a
mainstream computing device with a mainstream OS).

One award is anticipated for this task.

Task 111 — Optimal Centralized Coordination Oracle
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To evaluate the distributed technologies a centralized coordination oracle is desired.
Because the centralized coordination process is intractable, the oracle is envisioned
being used on small problem instances. The role of the oracle is to produce an optimal
set of schedules for each of the simulated units during experimental evaluation. These
schedules will support distributed technology assessment, i.e., give us an optimal
value for a mission metric (e.g., # of mission goals completed) that can be compared
to the values for said metric returned by the distributed technologies. The preference
is for the optimal centralized approach to engage in exhaustive search (on small
problem instances) so that the complete space of solutions is identified. Having the
complete space enables assignment of percentile rankings to distributed solutions.

The centralized oracle technology does not have to meet the same temporal
requirements as the distributed technology. However, the anticipated time to produce
solutions will be considered when evaluating proposals for this particular task. We
would prefer for the oracle not to be a bottleneck during testing — particularly when
the problem instances are small. (To address bottleneck issues the oracle may be run
off-line, a priori, to produce a solution set and be given very long time periods to
execute.) Because the centralized oracle will be facing an intractable problem space,
proposals should discuss the upper-bound on the anticipated problem space size that
will be solvable by their approach. One award is anticipated for this task. Effort on
this task will occur primarily in Phase | with gradually decreasing effort during Phases
Il through 1V.

Task IV - Scenario Generation

Performers of this task will create the mission structures used for evaluation.
Responsibilities include working with military experts to create realistic tactical team
scenarios and working with other performers to abstract/translate the scenarios into
representations/structures appropriate for the common testbed. Performers of this task
will also randomize said structures in various ways as required by the evaluation plans
and will be responsible for encoding the structures in various machine readable
formats. An automated approach to generating many problem instances from a set of
mission structures is suggested. Performers will be expected to produce both (a)
information-use scenarios for unofficial testing/evaluation by the individual
performers of Tasks I-111, and (b) evaluation-use scenario information for program-
wide testing/evaluation. Performers may also contribute to the scenarios used in the
deployed tactical team exercises. The timing of scenario generation will be driven by
the evaluation schedule and the needs of the program. The evaluation plans (later
sections) contain more relevant information. One award is anticipated for this task.

The program is expected to have four 12 month phases. Proposers should address all phases
but the level of detail for Phases | and Il should be somewhat greater than that for other
phases. Initial funding will be for Phase | only. Funding will occur in accordance with the
phases, i.e., assuming a successful Phase | and available resources, Phase Il will then be
funded, etc. The program plan is shown in Figure 12. Evaluation plans correspond with each
phase — details on evaluation and metrics appear later.
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The different phases and their goals/objectives are:

Phase | — Concentration on the functional core of a COORDINATOR. Create a
skeletal COORDINATOR that integrates coordination/task analysis and meta-
cognition only. Coordination autonomy will begin during this phase also though the
work may be decoupled from the coordination/task analysis problem space to simplify
research if desired. The emphasis of this phase is on coordination/task analysis with
preliminary approaches to meta-cognition and coordination autonomy. The goal of
this phase is to show proficiency at coping with change by making changes to task
timings, task assignments (including dynamic addition of new tasks), and selecting
from pre-planned contingencies. A successful Phase I will increase the likelihood of a
Phase II.

Phase Il — In this phase the focus is on rounding out the technologies developed in
Phase I. For coordination/task analysis, this means addressing issues of scale and
making the algorithms so they are time/computationally-adjustable. For coordination
autonomy, this means integrating the module into the COORDINATOR (interfacing
with the other modules), enriching its problem space, and also making it time-
adjustable. For meta-cognition, this phase entails managing more modules and
addressing the problem space more completely, e.g., learning the performance profiles
of the underlying components as they change. The goal of this phase is to create
COORDINATORSs that can handle large problem instances and demonstrate the
ability to learn to automate decision making when appropriate. A successful Phase Il
will increase the likelihood of a Phase IlI.

Phase Il — In this phase performers will continue to enhance the coordination/task
analysis, coordination autonomy, and meta-cognition modules and begin work on
organizational control and change evaluation. Enhancements to the pre-existing
modules include: addressing sparse data (coordination autonomy), supporting
organizational control (coordination autonomy, coordination/task analysis), control of
more modules (meta-cognition), and general coordination improvements
(coordination/task analysis). For organizational control and change evaluation, the
focus is on creating the functional core of each. The goal of this phase is to create
COORDINATORS that can follow military decision-making policies and procedures
and are more efficient — responding to change only when necessary. A successful
Phase I11 will increase the likelihood of a Phase IV.

Phase IV — In this phase the focus is on advanced concepts for organizational control
and change evaluation, namely learning when to break the rules / not follow military
decision-making policies and procedures (organizational control) and learning to
anticipate larger change (change evaluation).
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Anticipated Application Space and Field Demonstrations

While the problems being solved by COORDINATORS are ubiquitous, for this program we
will focus on tactical or near-tactical applications as the pay-off for coordination support in
time-constrained situations is more readily assessed. Specifically, this program will
concentrate on human activity coordination of fielded units in tactical settings, e.g., tactical
team commander coordination in a complex mission space. In this space, one might imagine
fielded units with wearable computing platforms interacting with their COORDINATORS via
heads-up displays and speech input. Note that the focus of this program is on coordination
technology not the devices or hands-free interfaces, etc. The latter are beyond the scope of
this program. For the demonstrations, off-the-shelf portable computing devices (e.g., tablet
PCs) with mainstream operating systems are likely to be used.

Evaluation and Metrics

Figure 12 identifies the placement of evaluation points. Evaluations will be both in-the-small
(modules separated from entire COORDINATOR framework) and in-the-large (across an
integrated COORDINATOR solution with multiple COORDINATORS executing).
Evaluation plans may change/evolve with the program, however, anticipated plans appear in
the following tables. Proposers are welcome to propose different evaluation plans and
metrics.

In the event of budgetary or other considerations, performance rankings generated by
evaluations may be used as a basis for down-selection or may serve as a component of the
down-selection criteria.

Coordination and Task Analysis Evaluation

Program | Evaluation
Month | Description

6 What: Documentation of planned approach.

Performers will document their planned approach and provide a convincing
argument that their algorithms will address requirements and will scale. The
metric is plausibility as determined by PM and/or PM’s consultants.

12 What: Verify that core coordination algorithms are functioning.

Each team’s algorithms/modules will be empirically tested in the common test
environment using a series of N experiments with increasing levels of difficulty
(more nodes, connections, changes), each having M trials. The metric is
optimality, the goal is to achieve 90%-tile or better given the range of possible
solutions as determined by the centralized coordination oracle.

24 What: Verify that algorithms are time-adjustable (primary) and scale (secondary).

e Time-adjustable — Each team’s algorithms/modules will be tested in the
common test environment. As above, there will be M experiments, with
N trials, where each experiment is of increasing difficulty. Each
experiment will be performed K times with different time allocations.
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Degradation in solution quality (as time decreases) will be computed by
comparing solutions against the solution space defined by the centralized
coordination oracle. The rate of performance degradation will be
compared across all performers. The metric is optimality (as in the 12
month experiment); the interested property is degradation in solution
quality. Teams may be performance ranked for comparison.

e Scalable — Each team’s algorithms will be tested in the common test
environment. As above, there will be M experiments, each having N
trials, where the number of tasks in each experiment grows by a factor of
X, where X is determined during the program. A likely X is 2 where the
number of tasks increases from 32, to 64, to 128, to 256, to 512. The
performance of each solution is compared to optimal as in the 12 month
experiment. The time required to produce a solution in each case is
recorded but is informational at this stage. The metric is optimality; the
goal is 90%-tile. In the likely event that the centralized scheduling oracle
will not scale to the desired range of experiments, even given large
amounts of time, this evaluation will migrate to a relative performance
ranking of the teams.

36

What: Harder test on scalability (combining scale and time adjustability) and test
support for organizational control.

Table 1 - Coordination / Task Analysis Evaluation

Coordination Autonomy Evaluation

Program
Month

Evaluation
Description

6

What: Documentation of planned approach.

Performers will document their planned approach and provide a convincing
argument that their algorithms will learn / address requirements and will be useful
when data is sparse. The metric is plausibility as determined by PM and/or PM’s
consultants.

12

What: Verify learning and assess sparse data handling.

o Verify learning — The goal is to verify that each team’s algorithms/modules
can learn to automate simple decision making. In this set of tests, the
possible actions for the module will be limited to: decide and do not decide.
(If making the decision, the module must also select from the candidate
option set.) A partitioned experimental approach will be used. The metric
is error rate. Teams may be performance ranked for comparison.

o Assess sparse data handling — This is an informational test on error rate
increase when training data is increasingly sparse. The metric is error rate
change. Teams may be performance ranked for comparison.

18

What: Verify module is integrated and verify that module can make a richer set of
decisions.
o Integration check — This is a Boolean test to verify that the module is able to
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interact with the meta-controller (receive time slices for learning or decision
making) and to provide high level direction to the coordination/task analysis
module.

o Richer decision space evaluation — This is similar to the 12 month test but in
this case the possible actions for module are: provide human with unranked
list, provide human a ranked list, and make decision (if the certainty is over
a defined threshold). For these experiments we will assume that the human
is interruptible. As in the 12 month experiments these will be partitioned
experiments and the metric will be error rate. Teams may be performance
ranked for comparison.

24

What: Verify richer decision making, verify time-adjustability, informational
check on sparse data handling.

o Verify that modules can make decisions over complete space — These
experiments follow in the lines of previous ones but in this case the possible
actions for the module are: provide the human with an unranked list,
provide the human with a ranked list, make a decision for the human, play
for time to give human more time to respond, and request more options of
the lower-level components. In this set of experiments, the interruptability
of the human’s current task will be factored in to the decision process where
interruptability will be marked as low, medium, or high. As above,
partitioned experiments will be used. In this case the experiments may be
factored based on the state of the human, e.g., 5 decisions, 3 human states =
15 experiments in total. The metric is error rate. Teams may be
performance ranked for comparison.

o Time adjustability in decision making — In these experiments, the factored
experiments of above will be repeated N times each with different time
allocations given to decision making. Any degradation in decision quality
(as time decreases) is measured and the change in error rate compared
across all performers. The metric is error rate. The interested property is
degradation. The goal is to show no degradation during decision making as
we do not anticipate the act of deciding to be computationally expensive.

o Informational test on sparsity handling (see 12 month test).

36

What: Test on sparsity handling, test of support for organizational control, test on
time adjustability of learning algorithms.

Table 2 - Coordination Autonomy Evaluation

Meta-cognition Evaluation

Program | Evaluation
Month | Description
6 What: Documentation of planned approach.

Performers will produce a two page written discussion of their planned approach,
predict strengths / weaknesses, and specify which COORDINATOR state elements
are being used by the approach. The metric is plausibility as determined by PM
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and/or PM’s consultants.

12

What: Basic test of core algorithms.

Experiments will assess how well the meta-cognition module can identify and
learn the performance profiles for the different modules where the performance
profiles of the other modules are simulated — generated off-line — and a partitioned
experiment used to assess meta-cognition learning. The module set will be limited
to coordination and task analysis. The metric is % error rate. Teams may be
performance ranked for comparison.

24

What: Integrated test with real data.

In this set of experiments the performance of the meta-controller will be assessed
by comparing the solutions generated by a given team’s network of
COORDINATORSs in a time-constrained situation against that same network in a
non-time-constrained situation. To accomplish this, we will perform a set of N
integrated experiments with live coordination and task analysis components. Each
experiment will test the performance of the meta-control module for a class of
problems (kind of mission, coordination problem, change, etc.). In each
experiment, M trials, each belonging to the same class, will be tested. Before each
experiment, the coordination autonomy module will be trained to make decisions
over the class of problems being tested (so that it can run without humans in the
loop). During the experiments, the system will be tested twice with each trial. In
one case, the system will be given the trial and an accompanying time deadline,
e.g., 30 seconds, by which a response is required. In the other case the system will
be given the trial and given a relatively long time, e.g., five minutes, to produ